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Three-dimensional image reconstruction with Feldkamp, Davis, and Kress (FDK) algorithm
is the most time consuming part in Micro-CT. The parallel algorithm based on the com-
puter cluster is capable of accelerating image reconstruction speed; however, the hardware is
very expensive. In this paper, using the most current graphics processing units (GPU), we
present a method based on common unified device architecture (CUDA) for speeding up the
Micro-CT image reconstruction process. The most time consuming filtering and back-projection
parts of the FDK algorithm are parallelized for the CUDA architecture. The CUDA-based
reconstruction speed and image qualities are compared with CPU results for the project-
ing data of the Micro-CT system. The results show that the 3D image reconstruction speed
based on CUDA is ten times faster than the speed with CPU. In conclusion the FDK algo-
rithm based on CUDA for Micro-CT can reconstruct the 3D image right after the end of data
acquisition.
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1. Introduction

As the development of small animal image and
drug evaluation, Micro-CT1 has been a hot research
field. Because of the high spatial resolution (about
50–100 micron) it is so popular in bone disease
research.2,3 In the past the main obstacle which lim-
its the development of Micro-CT is (1) low preci-
sion of equipment and (2) long reconstruction time.
But as the development of high precision detection
equipment and micro focus X-ray cube, Micro-CT
had got rid of the limitation of equipment. So the
only problem left is the huge time consuming in
reconstruction.

The most popular algorithm in Micro-CT
reconstruction is Feldkamp, Davis, and Kress
(FDK) which was proposed in 1984 to recon-
struct cone-beam (CB) projections measured with
a circular orbit of the X-ray cube opposite to the
detector. It has been developed into various exten-
sions to satisfy different application in the past 20
years. But the main problem of this reconstruction
algorithm is that higher spatial resolution is more
time-consuming, for example, a single experiment
sample (80× 80 × 80 mm) with 80 micro resolution
needs 1–3 h for reconstruction. So it is not suitable
for batch experiment especially for large number of
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experiment sample. In the past computer cluster
had been introduced in Micro-CT reconstruction to
speed up the reconstruction process, but it is so
expensive, and not suitable for miniaturization of
Micro-CT system.

Graphics processing units (GPU) was first
developed for hardware control of mixed graph-
ics and text modes, sprite positioning and display,
with the huge requirement for real-time video pro-
cessing and 3D game, GPU had been very effi-
cient at managing computer graphics and as their
highly parallel structure, they are more effective
than general-purpose CPUs for a range of complex
algorithms.4 Recently Sharp5 and Scherl et al.6,7

had proposed a fast cone-beam CT image recon-
struction method based on GPU, They change the
FDK algorithm into a parallel form and utilize the
stream process framework of GPU in which every
parallel reconstruction loop had been processed in
a single stream processor and every stream proces-
sor can process the data at the same time. But
their research focuses on traditional CT reconstruc-
tion. We presented a fast Micro-CT FDK algo-
rithm based on common unified device architecture
(CUDA). Comparing with reconstruction results
based on CPU, we found that more than ten times
faster speed can be achieved. In this paper, first, the
detail of our method will be introduced, then some
reconstruction results will be shown in the second
section, at last we will give conclude and predict the
future of this method.

2. Method

In 1984, Feldkamp, Davis, and Kress first intro-
duced the FDK reconstruction algorithm, which
was time-efficient and low requirement of computer
comparing with traditional algebra reconstruction
technology (ART). In this method, an X-ray source
is rotated around the interest region of sample in
a circular orbit, and an area detector placed oppo-
site to the source receives the transmission X-ray at
each angle. Figure 1 shows the schematic of geomet-
ric configuration. FDK8–10 algorithm is the most
popular algorithm in Micro-CT reconstruction. The
basic process of FDK algorithm includes filter and
back-projection.

2.1. Filter

Projection images taken from Micro-CT system
must first be high pass-filtered. This step is indepen-
dent from back-projection step. The filtered signal

Fig. 1. FDK back-projection geometry.

can be described as:

pf (θ, a, b) =
(

R2

√
R2 + a2 + b2

pb(θ, a, b)
)
× g(a),

(1)

where R is the source-center distance, R2√
R2+a2+b2

is
the production of two cosine factors of the fan and
cone-angle and g(a) is a high pass filter. a and b are
pixel coordinate in images. θ is the rotation angle
at each projection image. pb(θ, a, b) is the image
received by Micro-CT system. pf (θ, a, b) is the fil-
tered image. This step had been described in Fig. 2

2.2. Back-projection

After filter step, images at each projection angle
must be back-projected along the X-ray direction
(see Fig. 1). The sum of back-projection result at
each projection angle reveals the real volume of

Fig. 2. Filter step flow chart.
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interest. It can be described as Eq. (2):

f(xv, yv, zv) =
∑

θ

R2

U(xv, yv, θ)
pf (θ, a(xv , yv, θ),

b(xv, yv, zv , θ)), (2)

where:

U(xv , yv, θ) = R + xv cos θ + yv sin θ,

a(xv , yv, θ) = R
xv sin θ − yv cos θ

R + xv cos θ + yv sin θ
,

b(xv , yv, θ) = zv
R

R + xv cos θ + yv sin θ
,

R is the source-center distance, xv and yv are the
reconstruction coordinates of real volume of inter-
est, θ is the rotation angle at each projection image,
pf (θ, a(xv, yv, θ), b(xv , yv, zv, θ))pf (θ, a, b) is the fil-
tered image, a and b are pixel coordinate in images,
and f(xv, yv, zv) is the reconstructed pixel value of
volume. This step had been described in Fig. 3.
Because steps 1 and 2 require much more time in
traditional FDK based on CPU, we make the FDK
algorithm parallelized for the CUDA architecture.
The flow chart of filter algorithm is shown in Fig. 4
and the flow chart of back-projection step is shown
in Fig. 5.

Fig. 3. Back-projection flow chart.

Fig. 4. Flow chart of filter based on CUDA.

Fig. 5. Flow chart of back-projection based on CUDA.

3. Result

The FDK based on CPU had been tested on
Intel(R) Core(TM) i7 CPU 920@2.67Ghz platform
with 6GB RAM, and the FDK based on CUDA had
been tested on NVIDIA GeForce GTX 295.
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3.1. Filter result

First we use our Micro-CT to receive 205 projection
images with 1.8 degree interval. Then 205 images
(1024 × 1024 pixels) had been processed on both
CPU and GPU. The result shows that more than
20 times faster speed had been achieved (Table 1).

3.2. Back-projection result

In order to show clearly the performance of our
FDK based on CUDA, we first process the 200
projection images with weight filter shown in filter
step. Then we reconstruct 800 slices of 500 × 500,
800 × 800, and 1000 × 1000 pixels for a mouse’s
filtered projection images. The performance of our
FDK based on CUDA is shown in Table 2.

To evaluate the error of our method, a slice of
mice had been reconstructed. Figures 6(a) and 6(b)
are the reconstruction slice of mice based on CPU
and CUDA, respectively. The absolute error of two
images is shown in Fig. 7, the results show that the
error between reconstruction images based on CPU
and CUDA is very small.

A whole 3D reconstruction image of mice is
shown in Fig. 8 with the slice reconstructed above
with 3313.27 s consuming in CPU or 241.40 s con-
suming in GPU.

From the result above we can see that in the
past the whole slices of small animal would take
about 1 h to reconstruct, but with our method based
on CUDA the reconstruction process can be finished
in few minutes, especially for a batch experiment
which will process large number of experiment sam-
ples this method will show its tremendous power of
speed. On the other hand the error between our
method and traditional method based on CPU is
so small, which proves the validity of our method.

Table 1. Time-consuming in filter.

Images for filter Time on Time on
(1024 × 1024) CPU (s) CPU (s) Speedup

205 985.9 46.7 21.096

Table 2. Time-consuming in back-projection.

Pixel 500 × 500 800 × 800 1000 × 1000

Time on CPU (s) 881.84 2261.62 3313.27
Time on GPU (s) 75.32 164.42 241.40
Speedup 11.7 13.8 13.8

(a) Back projecting result with CPU

(b) Back projecting result with GPU

Fig. 6. Slice of reconstruction mice.

4. Conclusion

In this paper we proposed a fast CUDA based
FDK method for Micro-CT. Comparing with the
FDK method based on CPU we prove the valid-
ity and performance of our method. Due to the low
requirement of this method (only an high perfor-
mance GPU), it may push forward the miniaturiza-
tion of Micro-CT system, and as the result of fast
speed of our method, a batch of experiment sam-
ples can be reconstructed in short time, which will
save much more time in Micro-CT experiments. But
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Fig. 7. Absolute error of Figs. 6(a) and 6(b).

CPU CUDA

Fig. 8. Reconstruction images of mice.

our method only speeds up the FDK algorithm of
Micro-CT for about 13 times, that is not so fast
comparing with other application based on CUDA
(molecular dynamics, video process, and so on).
Because we do not utilize the full power of stream
processor and lots of time had been consumed in
data transform between RAM of CPU and RAM of
GPU.
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